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Introduction to Deep Learning.
Convolutional Neural Networks.

Machine Learning spring 2022



Plan for today:

Machine Learning spring 2021 2

1. Simple Neural Network recap
2. Deep Learning Background and Applications
3. Convolutional Neural Network

3.1 Convolutional layers
3.1.1 - 3.1.3 Padding, Strides, Pooling

3.2 Architectures
4. MATLAB Deep Learning ToolBox examples
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1. Simple Neural Network recap
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2. Deep Learning Background and Applications
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1950 1960 1970 1980 1990 2000 2010 2020 …

Perceptron

Deep 
Convolutional 

NN

AlexNet

Stochastic 
Gradient Descent             

Multi-layered 
Perceptron.  

Backpropagation

LeNet5

2. Deep Learning Background and Applications
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Hugel’s and 
Wiesel’s cat’s 
visual cortex 
experiment

VGG

Transformers

ImageNet and ILSVRC
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Why now?

1. Big Data

•ImageNet, CIFAR10, MNIST

•Data collection and storage

2. Hardware

•Graphics Processing Units (GPUs)

3. Software

Machine Learning spring 2022
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2. Deep Learning Background and Applications

Robotics

https://www.youtube.com/watch?v=fn3KWM1kuAw
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2. Deep Learning Background and Applications

Autonomous Driving
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2. Deep Learning Background and Applications

Biology & Medicine

Parkinson's disease diagnostics

Accessibility

“Deep Learning and Convolutional Neural Networks for Medical Image Computing”,  Le Lu et al, 

Springer 2017
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• An image is just a matrix (tensor) of numbers [0, 255].

• In this example it’s 8x8x3

23 18 10 101 134 189 203 210

6 2 10 10 87 90 123 124

1 0 1 187 4 3 156 167

0 0 0 10 9 8 102 103

4 2 1 9 11 130 150 176

5 11 9 8 8 15 87 187

6 8 15 11 7 5 27 131

3 3 4 8 9 13 9 11

How do computers “see”?
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 215255255250 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 210255255199199255210 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 210255249253 0 0 0 255210 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 270255 0 0 0 0 0 0 255210 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 250255 0 0 0 0 0 0 0 255210 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 255255 0 0 0 0 0 0 0 255255 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 199 0 0 0 0 0 0 0 255255 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 210255 0 0 0 0 0 0 0 255255 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 199255130 70 190255250130 20 255230 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 120255255255250230 0 0 230250 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 250230 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 190255 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 251230 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 190255 5 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 190230 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 130255 30 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 20 240190 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 190255 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 255230 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 255 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

How do computers “see”?
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Can we extract features manually?

Define features!
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Can we extract features manually?

Define features!

• Lighting conditions
• Deformation
• Intra-class variations
• Scale variations
• …

Algorithm needs to be invariant to all of these variations. 
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0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 1 0

0 1 1 0 0 0 1 1 0

0 1 0 1 0 1 0 1 0
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0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 1 0 0

0 1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1 0

0 1 0 0 1 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0

=?
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0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 1 0

0 1 1 0 0 0 1 1 0

0 1 0 1 0 1 0 1 0

0 1 0 0 1 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 1 0 0

0 1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1 0

0 1 0 0 1 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0

Features of the letter “M”

Filters to detect letter “M”: 1 0

0 0

1 0 1
0 1 0

0 0 0

0 1
0 0

0 0

0 1
0 0

1 0
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8

8
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3. Convolutional Neural Networks.  Why convolution?

x1
x2
⋮
xn

wx + b σ ̂y

23 18 10 101 134 189 203 210

6 2 10 10 87 90 123 124

1 0 1 187 4 3 156 167

0 0 0 10 9 8 102 103

4 2 1 9 11 130 150 176

5 11 9 8 8 15 87 187

6 8 15 11 7 5 27 131

3 3 4 8 9 13 9 11
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Fully Connected Neural Network (FCNN)

No spatial information

Too many parameters

1

2

Why convolution?
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neuron

Input: array of pixel -> 2D image
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Input: array of pixel -> 2D image

each time we slide, we add a neuron

Machine Learning spring 2022
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Input: array of pixel -> 2D image

w11 w12 w13

w21 w22 w23

w31 w32 w33The goal is to learn these weights!
Filter (or kernel)

FEATURE MAP

n + 2p − f
s

+ 1 ×
n + 2p − f

s
+ 1

Output size:

n × n image

f × f filter

p − padding

s − stride

• Reduces the amount of weights. 
• Adds spatial information.
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Charu C. Aggarwal,  “Neural Networks and Deep Learning”, Springer 2018 
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0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 1 0

0 1 1 0 0 0 1 1 0

0 1 0 1 0 1 0 1 0

0 1 0 0 1 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0

⊛ 1 0 1
0 1 0

0 0 0

•slide the filter over the input

•element-wise multiply

•add the outputs

Machine Learning spring 2022
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0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 1 0
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= 1 0
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0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 1 0

0 1 1 0 0 0 1 1 0

0 1 0 1 0 1 0 1 0

0 1 0 0 1 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0
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1 3
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0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 1 0

0 1 1 0 0 0 1 1 0

0 1 0 1 0 1 0 1 0

0 1 0 0 1 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0

⊛ 1 0 1
0 1 0

0 0 0
= 1 0 1

1 3 1
1 0 1

input 9x9

filter 3x3 feature map 3x3
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Charu C. Aggarwal,  “Neural Networks and Deep Learning”, Springer 2018 
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3.1.1 Strides

6 3 4 2 5 0 1 7

3 0 9 8 7 5 4 4

7 0 1 3 5 0 3 2

2 4 0 1 7 8 4 2

3 0 4 0 3 2 1 0

4 2 1 6 5 0 8 1

0 2 4 4 1 5 6 8

0 5 3 1 2 0 3 0

stride = 2
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3.1.2 Padding

“Valid”  - no padding is applied 
“Same” - padded so that the output size is the same as the input size

6 3 4 2 5 0 1 7

3 0 9 8 7 5 4 4

7 0 1 3 5 0 3 2

2 4 0 1 7 8 4 2

3 0 4 0 3 2 1 0

4 2 1 6 5 0 8 1

0 2 4 4 1 5 6 8

0 5 3 1 2 0 3 0

pad

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 6 3 4 2 5 0 1 7 0 0

0 0 3 0 9 8 7 5 4 4 0 0

0 0 7 0 1 3 5 0 3 2 0 0

0 0 2 4 0 1 7 8 4 2 0 0

0 0 3 0 4 0 3 2 1 0 0 0

0 0 4 2 1 6 5 0 8 1 0 0

0 0 0 2 4 4 1 5 6 8 0 0

0 0 0 5 3 1 2 0 3 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
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3.1.3 Pooling

“Neural Networks and Deep Learning”, Charu C. Aggarwal,  Springer 2018 

6 3 4 2 5 0 1

3 0 9 8 7 5 4

7 0 1 3 5 0 3

2 4 0 1 7 8 4

3 0 4 0 3 2 1

4 2 1 6 5 0 8

0 2 4 4 1 5 6

9 9 7

7

MaxPooling

3x3 pooling
stride = 2
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3.1.3 Pooling

“Neural Networks and Deep Learning”, Charu C. Aggarwal,  Springer 2018 

6 3 4 2 5 0 1

3 0 9 8 7 5 4

7 0 1 3 5 0 3

2 4 0 1 2 8 4

3 0 4 0 3 2 1

4 2 1 6 5 0 8

0 2 4 4 1 5 6

3x3 pooling
stride = 2 9 9 7

7 5 8

4 6 8

MaxPooling
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3.2 Architectures

image feature maps
MaxPooling

Input Convolution Downsampling Fully-connected layer

Training: learning weights of filters in convolutional layers.

Convolution: apply filters to generate feature maps.
Non-linearity: most common choice ReLU.
Downsampling: most common choice MaxPooling.
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3.2.2 AlexNet

Charu C. Aggarwal,  “Neural Networks and Deep Learning”, Springer 2018 
Alex Kryzhevsky et al “Imagenet classification with deep convolutional neural networks", 2012

http://kr.nvidia.com/content/tesla/pdf/machine-learning/imagenet-classification-with-deep-convolutional-nn.pdf
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source: https://paperswithcode.com/sota/image-classification-on-imagenet

https://paperswithcode.com/sota/image-classification-on-imagenet
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4. Code example 
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Hierarchical Feature Engineering 
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Example 1

Machine Learning spring 2022

https://www.mathworks.com/help/deeplearning/ug/create-simple-deep-learning-network-for-classification.html
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Thank you for your attention!
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